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Abstract. In this paper, we propose a relay shift based approach to solve un-
even sensor distribution problem due to the initial random dropping or the exis-
tence of faulty sensors. The distinguishing feature of our work is that the sen-
sors in our model have limited mobility. After determining the optimal cluster 
head positions by particle swarm optimization (PSO) method, we use proposed 
Relay Shift Based Algorithm (RSBA) for movement assisted sensor deploy-
ment. Dijkstra’s algorithm is applied to find a shortest path from a redundant 
sensor to a virtual node point in an uncovered area, and each sensor moves 
along this path by relay shift based on the principle that evenly distributed sen-
sors can provide better coverage. Simulation results show that our approach can 
provide high coverage within a short time and limited movement distance as 
well as ensuring connectivity and energy efficiency. 

1   Introduction 

Wireless sensor networks are expected to be widely utilized in the future since they 
can greatly enhance our capability of monitoring and controlling the physical envi-
ronment. Due to the inevitable relation with the physical world, the proper deploy-
ment of sensors is very important for the successful completion of the sensing tasks. 

Sensor deployment has received considerable attention recently. Some of the work 
[1], [2], [3] assume that the environment is sufficiently known and under control. 
However, when the environment is unknown or inhospitable such as remote inacces-
sible areas, disaster fields and toxic urban regions, sensor deployment cannot be per-
formed manually. To scatter sensors by aircraft is one possible solution. However, 
using this scheme, the actual landing position cannot be controlled due to the exis-
tence of wind and obstacles such as trees and buildings. Consequently, the coverage 
may not be able to satisfy the application requirements. Some researchers suggest 
simply deploying large amount of static sensors to increase coverage; however it 
often ends up harming the performance of the network [4]. Moreover, in many cases, 
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such as during in-building toxic-leaks detection [5], chemical sensors must be placed 
inside a building from the entrance of the building. In such cases, it is necessary to 
take advantage of mobile sensors, which can move to the appropriate places to pro-
vide the required coverage. 

To address this issue, a class of work has recently appeared where mobility of sen-
sors is utilized to achieve desired deployment [6], [7], [8], [9], [10]. Typically in such 
works, the sensors detect lack of desired deployment objectives, then estimate new 
locations, and move to the resulting locations. For example, in [8], the authors present 
the virtual force algorithm (VFA) as a new approach for sensor deployment to im-
prove the sensor field coverage after an initial random placement of sensor nodes. 
The cluster head (CH) executes the VFA algorithm to find new locations for sensors 
to enhance the overall coverage. They also considered unavoidable uncertainty exist-
ing in the precomputed sensor node locations. This uncertainty-aware deployment 
algorithm provides high coverage with a minimum number of sensor nodes. While 
the above works are quite novel in their approaches, the mobility of the sensors in 
their models is assumed unlimited. Specifically, if a sensor node chooses to move to a 
desired location, it can do so without any limitation in the movement distance.  

In fact, the mobility of sensors is limited in most cases. To this extent, a class of 
Intelligent Mobile Land Mine Units (IMLM) [11] to be deployed in battlefields have 
been developed by DARPA. The IMLM units are employed to detect breaches, and 
move with limited mobility to repair them. This mobility system is based on a hop-
ping mechanism that is actuated by a single-cylinder combustion process. For each 
hop, the fuel is metered into the combustion chamber and ignited to propel the IMLM 
unit into the air. The hop distance is limited, depending on the amount of fuel and the 
propeller dynamics. The units contain a righting system to orient itself properly after 
landing, and a steering system that provides directional control for movement. Some 
other techniques can also provide such kind of mobility, for instance, sensors sup-
plied by spring actuation etc. This type of model normally trades-off mobility with 
energy consumption [12, 13]. Moreover, in many applications, the latter goals out-
weigh the necessity for advanced mobility, making such mobility models quite practi-
cal in the future. [13] is one of the very few papers which deal with the mobility lim-
ited deployment optimization. The mobility in the sensors they consider is restricted 
to a flip. However coverage is the only considered objective in their paper and their 
approach is not feasible in network partition case. 

In this paper, we design and evaluate our proposed Relay Shift Based Algorithm 
(RSBA) for mobility limited sensor self-deployment. In our model, sensors can move 
only one hop at a time to a new location, i.e., the moving distance is bounded by a 
certain value (we use transmission range which makes sense in terms of connectivity). 
A certain number of mobility limited sensors are initially deployed in the sensor net-
work. The sensors nodes are clustered and optimal CH positions are chosen using 
PSO which is borrowed from our previous work [10]. The initial deployment may not 
cover all regions in the network. Regions that are not covered by any sensors are 
coverage holes. In this framework, our problem is to determine an optimal movement 
plan for the sensors in order to maximize the network coverage and simultaneously 
minimize the total number of sensor movements. We use Dijkstra’s algorithm to find 
a shortest path from a redundant sensor to the virtual node point in a coverage hole, 



and design relay shift based sensor deployment protocol based on the principle of 
moving sensors from densely deployed areas to sparsely deployed areas. 

The rest of the paper is organized as follows. Section 2 introduces the energy effi-
cient CH positioning method. In section 3, we present the proposed Relay Shift Based 
Algorithm (RSBA) for mobile nodes self-deployment. Section 4 evaluates the per-
formance of the proposed method and compares with related work. Based on the 
simulation results, we justify our design and discuss future work in Section 5. 

2   Energy-efficient Clustering 

2.1   Technical Preliminary: Particle Swarm Optimization  

Particle Swarm Optimization (PSO) is an evolutionary computing technique based on 
the principle of bird flocking. In PSO a set of particles is initialized randomly. Each 
particle will have a fitness value, which will be evaluated by the fitness function to be 
optimized in each generation, and knows its best position pbest and the best position 
so far among the entire group of particles gbest. The particle will have velocities, 
which direct the flying of the particle. In each generation the velocity and the position 
of the particle will be updated. The equation for the velocity and positions are given 
below as (1) and (2) respectively, 
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where ϖ  is the inertia weight, and c1 and c2  are acceleration coefficients. 
PSO shares many similarities with Genetic Algorithm (GA), however, due to the 

inexpensive computation in terms of both memory requirements and speed, we 
choose PSO as the optimization method. 

2.2   Determination of Optimal Cluster Head Positions 

The model of mobile sensor network is presented as follows. We assume that each 
node knows its position in the problem space; it is possible by using some localiza-
tion method [14]. All sensor members in a cluster are homogeneous and cluster heads 
(CHs) are more powerful than sensor members. Sensing coverage of each node is 
assumed to have a circular shape without any irregularity. The design variables are 
2D coordinates of the sensor nodes, {(x1, y1), (x2, y2), ……}.  

We intend to minimize energy usage in a cluster based sensor network topology by 
finding the optimal CH positions. For this purpose, we assume a power consumption 
model [15] for the radio hardware energy dissipation where the transmitter dissipates 
energy to run the radio electronics and the power amplifier, and the receiver dissi-



pates energy to run the radio electronics. This is one of the most widely used models 
in sensor network simulation analysis. Both the free space (distance2 power loss) and 
the multi-path fading (distance 4 power loss) channel models are used here. Assume 
that the sensor nodes inside a cluster have short distance dis to CH but each CH has 
long distance Dis to the base station. Thus for each sensor node inside a cluster, to 
transmit an l-bit message a distance dis to CH, the radio expends 

2),( disllEdislE fselecTS ε+=  (3) 

 
For CH, however, to transmit an l-bit message a distance Dis to base station, the 

radio expends 
4),( DisllEDislE mpelecTH ε+=  (4) 

                            
In both cases, to receive the message, the radio expends: 

elecR lElE =)(  (5) 

                                                 
Here we set electronics energy as Eelec=50nJ/bit, whereas the amplifier constant, is 

taken as fsε =10pJ/bit/m2, mpε = 0.0013pJ/bit/m2. Since the energy consumption for 

communication is the most significant, we neglect sensing and computation energy 
consumption here.  

Assume m clusters with nj sensor members in the jth cluster Cj. We derive the fit-
ness function as in [10]: 
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3  Proposed Deployment Approach: RSBA 

Let G(V, E) be the graph defined on V with edges uv ∈E iff uv ≤ R. Here uv is the 
Euclidean distance between nodes u and v, R is the communication range. 

We have 4 steps for implementing RSBA: 
Step 1: Randomly deploy nodes in the network. 
Step 2: Detect coverage holes and redundant sensor nodes. We set 2 distance 

threshold value T1 and T2. If the longest distance between 2 nodes A and B along the 
uncovered area perimeter is larger than T1, regard it as a coverage hole, and create a 
virtual node point at the center of AB. If the distance between two neighbors is less 
than T2, regard them as redundant nodes. Choose a redundant node nearest to the 
virtual node point in coverage hole. 



 
Fig. 1. Illustration of sensor nodes relay shift along the shortest path 

 
Fig. 2. Pseudocode of the proposed RSBA method for sensor nodes reorganization 

Step 3: Use the widely used Dijkstra’s algorithm [16] to find a shortest path n0-n1-
n2-…-nn-1 from a redundant sensor n0 to the destination nn-1 (added virtual node) in a 
coverage hole. The distance between nn-2 to nn-1 is bounded by R. Since Dijkstra's 
algorithm was designed to solve the single-source shortest path problem for a directed 
graph with nonnegative edge weights, it is feasible here. 

Step 4: Move sensor node nn-2 to the virtual node nn-1, move nn-3 to nn-2 … finally 
move the redundant sensor n0 to n1, and leave the original location of sensor n0 empty. 
The nodes coordinates can be updated by equation (7): 



2,,1,0),()( 1 −== + ninNetLocnNetLoc ii L  (7) 

ni ∈nodes on shortest path from source to destination 
n0=source node 
nn-1 =destination (virtual node) 
The process is illustrated in Fig 1 using an example of four sensors and one virtual 

node along the shortest path. Sensor node n3 moves to the virtual node point n4, n2 
moves to n3 … finally the redundant sensor n0 moves to n1, and leave the original 
location of n0 empty. The network coverage is defined as the ratio of the union of 
areas covered by each node and the area of the entire ROI. It can be calculated using 
Monte-Carlo method by meshing the ROI as has been done in [10].  

The pseudocode of the proposed algorithm is illustrated in Fig 2. 

4   Performance Evaluations 

4.1   Optimal Clustering Results 

For PSO based optimal CH determination, a linear decreasing inertia weight value ϖ  
from 0.95 to 0.4 is used, and acceleration coefficients c1 and c2 are set to 2 according 
to [10]. The coordinates of potential CHs are set as particles in the sensor network. 
The communication range of each sensor node is 4 units with a fixed remote base 
station at (5, 20). The minimum number of clusters acceptable in the problem space is 
2, but we choose 3 here. The nodes are organized into clusters by the base station. 
Fitness value is evaluated by the fitness function (6) in each generation. Our purpose 
is to find the optimal location of CHs. Once the position of the CH is identified, if 
there is no node in that position then the one nearest to the CH location will become a 
CH. Here the CHs determined are nodes labeled 27, 23 and 29, as shown in Fig 3. 

4.2   Sensor Movement by Relay Shift: Experimental Results 

The performance of the proposed movement assisted algorithm RSBA is evaluated by 
simulation. For the convenience of comparison, we set the initial parameters the same 
as in [9]: 30 randomly placed nodes in a region of size 10×10 are used for initial 
deployment; the r and R used in the experiment are 2 and 4 m, respectively. In Fig. 3, 
the node locations and coverage of the initial random deployment before running the 
algorithms are shown. Tiny points with red numerical label beside represent the posi-
tions of nodes and green circles are used to show the r of the nodes. Communications 
are possible between nodes that are connected by a dashed line. Sensor information 
can be collected within the r and communications between nodes are possible within 
the R. 
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Initial position of 30 sensors, covered area: 0.9273 

 
Fig. 3. Initial random deployment with sensing range 2m and 
communication range 4m 
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Fig. 4. Determine virtual node point in uncovered area and 
redundant nodes 
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Shortest Path Found 

Fig. 5. Find shortest path by Dijkstra’s algorithm from redun-
dant node to virtual node point 
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Final Node Position after Moving (relabeled) 

Fig. 6. Final node positions after executing proposed movement-
assisted deployment algorithm 

Fig. 4 shows the detected virtual node points (labeled as 31 and 32) in coverage 
hole and the redundant nodes nearest to 31 and 32 are 14 and 17 respectively. Both 
the coverage holes and the redundant nodes are judged by CHs. This information is 
then broadcasted by CHs to the whole network. The parameter values needed are: 
threshold value T1=1.2 and T2 = r/4. 



Fig. 5 shows the 2 shortest paths found (14→19→31 and 17→32) by Dijkstra’s 
algorithm from redundant nodes to virtual node points. This is also actual path of 
individual nodes as they move by relay shift, in which sensor node move only one 
hop at a time which guarantees the connectivity. For the initial distribution of Fig. 3, 
each node moves a distance of 2.6157 on average and the standard deviation of dis-
tance traveled is 0.5714. When the average distance traveled is small, the correspond-
ing energy for locomotion is small. Also, when the standard deviation of distance 
traveled is small, the variation in energy remaining at each node is not significant and 
a longer system lifetime with desired coverage can be achieved. Fig 6 shows the final 
node positions with desired coverage=0.9923 after executing RSBA. Note that the 
original 30 sensor nodes are finally reorganized and relabeled. 

Next, the performances of RSBA are compared with DSSA, IDCA, and VDDA [9] 
in terms of coverage, standard deviation of distance, movement distance until conver-
gence, and time. Results are presented in Figs. 7–10. Fig. 7 shows the improvement in 
coverage area from the initial random deployment for RSBA, DSSA, IDCA, and 
VDDA. All four algorithms exhibit a similar performance. Although the coverage of 
RSBA (≈99.2%) is slightly lower than other 3 algorithms, this number is often satis-
factory for many application requirements. Fig. 8 shows RSBA has lower standard 
deviation of distance compared with others. It means the variation in energy remain-
ing at each node is small, so that longer lifetime can be achieved. Fig. 9 shows the 
significant reduction of total distance traveled by RSBA compared with other 3 algo-
rithms. In RSBA, only very few numbers of nodes need to move and each sensor 
movement is bounded by only one hop. However, almost every node needs to move 
in the other 3 algorithms. Fig. 10 shows that RSBA leads to faster deployment than 
the other 3 algorithms. Termination time is measured in the number of iterations until 
the algorithms stop.  
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Fig. 7. Coverage comparison 
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Fig. 8. Standard deviation of distance compari-
son 
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Fig. 10. Termination time comparison 

5   Conclusion and Future Work 

In this paper, we designed and evaluated our proposed movement assisted self-
deployment approach using sensors with limited mobility. More specifically, sensors 
can move only one hop at a time to a new location, i.e., the moving distance is 
bounded by transmission range which guarantees the network connectivity. After 
initially deploying a certain number of mobility limited sensors in the ROI, the sen-
sors were clustered and the optimal CHs positions were chosen by PSO before move-
ment. We determined an optimal movement plan by proposed RSBA algorithm for 
the sensors in order to maximize the network coverage and simultaneously minimize 
the total number of movements. Dijkstra’s algorithm was used to find a shortest path 
from a redundant sensor to the virtual node point in a coverage hole, and mobility 
limited sensors move by relay shift from densely deployed areas to sparsely deployed 
areas. Based on simulation, we evaluated and compared our approach RSBA with 
other related works from various aspects: coverage, standard deviation of distance 
traveled, total moving distance, and deployment time, and show that RSBA is very 
effective in terms of the above standards. 

In the future work, we will address varying sensing ranges and investigate such 
cases. Moreover, the uniformity and scaling problem will be further studied.  
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