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ABSTRACT

Providing quality of service (QoS) guaranices over wireless links requires thorough understanding and
quantification of the interactions among the traffic source, the wireless channel, and the underlying error control
mechanisms. In this paper, we account for such interactions m a network-layer model that we use to investipate
the delay performance of a wireless channel We consider a single ONfOFF traffic stream transported over a
wireless link. The capacity of this link fluctnates according to a fluid version of Gilbert-Elliot’s model We
derive the packet delay distribution via two different approaches. uniformrzation and Laplace transform.
Numerical aspects of both approaches are compated The delay dwstribution ss further used to quantify the
wireless effective bandwidth under a given delay guarantee. Numerical resulis and simulations are used to verify
the adequacy of our analysis and to study the impact of error conirol and bandwidth allocation on the packet
delay performance. '

I Intorduction desire 1o provide a flexible broadband wireless
infrastructare  that  can  support  emetging
Current trends in wireless networks mdicate a multimedia services as well as traditional data
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services [1,2,3] In such a multi-service wireless
environment, quality-of-service (QoS8) guarantees
are critical for real-time vowce and wideo.
Compared to its wieline counterpart, the
provisioning of QoS guarantees over wireless links
is a more challengmg problem whose difficulty
stems from the need to explwitly consider the
harsh radio-channel transmmission characteristics and
the underlying lmk-layer error control mechamsms
This difficulty is further compounded by host
mobility and how it impacts the available
bandwidth capacity These difficulies mndicate a
clear need for a general QoS framework in the
wireless environment.)

QoS guarantees in  wireless networks can be
through a  coordmation
bandwidth
packet-leve]l scheduling. Most previous research on
QoS over wireless networks has mamly focused
on these issues Remnger et al. 1dentified the

provided between

connection-level reservation  and

high vamability of traffic dynamics of mobile
multimedia applications as a function of time and
space, and proposed a soft QoS control which
allows bandwidth renegotration according to the
varying traffic conditions [4] Lu et al proposed
a fair scheduling algorthm with adaptation to
wireless networks that take into account bursty
and  location-dependent  channel errors  [5]
Although their work 1deniified many practical
1ssues, it did not address the interaction between
packet scheduling and error control, Wu and Negi
proposed a link-layer channel model named the
effective capacity (EC) model [6] In this
approach, a wireless link is modelled by two
parameters, namely, the probability of nonempty
buffer and QoS exponent Then these are used to
derive QoS meirics such as delay bounds,

The primary goal of the undertymg work is
that we study the delay performance over a
wireless link and mvestigate its implication on
opttmal  bandwidth  allocation under delay
guarantees Our investigations are carried out for
a single stream that 1s (ransported over a
time-varymg wireless link If the link 1s used to
transport more than one connection, then each
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connection is guaranteed a constant service rate
during 1ts active period (ic., TDMA style). The
outcome of packet transmussion is determined by
the state of the wireless channel and the error
control schemes This scenaric encompasses
point-to-point  comnections  between  mobile
terminals (MT) and a base station (BS) in the
cellular communication systems,

To achieve our goals, we follow a fluid-based
approach whereby the traffic source is modeled
by an on-off flud process and the channel is
modeled by a fluid vamant of Gilbert-Elliott’s
model Using flud-flow analysis, we compute the
delay distribution for a single stream, which is a
function of the traffic source, the service rate, the
wireless channel, and the error control schemes
To obtain the delay distnbution at the transmitter
buffer, we first evaluate the queue length
distnbution taking 1nto account the channel
behavior and the underlymg error control schemes
We provide two aliernative approaches for
obtaimning the delay distribution via  the
uniformization and Laplace transform techniques
The two techmques differ in  how  the
accumulaiive amount of service 15 determined
Numerical aspects of both approaches are
compared. In parficular, we derive  the
closed-form expression for the delay distribution
using the uniformization techmque The analytical
results are used to obtam the wireless effective
bandwidth under the delay constraints and to
mnvestigate the optimal error control strategy that
minimizes the use of bandwidth wiile
guaranteeing the QoS EIxtensive simulations are
conducted to verify the goodness of our analytical
results,

The rest of the paper is orgamzed as follows
In Section 2, we describe the wireless link model,
Analysis of the delay performance is provided in
Section 3. Numerical results and simulations are
reported in Section 4, followed by concluding
remarks m Section 5.

IO. Wireless Link Model
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2.1 Framework

In order to analyze the packet-level performance
of a wireless link, we consider a framework in
which traffic
connections are fed into a finite-size FIFO buffer.

streams from one or more

A constant service rate ¢ (in packets/second) is
assigned to the wireless connection, but the actual
drain rate observed at the buffer is reduced due
to retransmissions and FEC overhead. In. our
study, we consider a particular hybrid ARQ/FEC
approach in which the cyclic redundancy check
(CRC) code is  applied first to a packet,
followed by FEC. We assume that the CRC code
can alone detect almost all bit errors in a packet.
In contrast, only a subset of the errors can be
corrected by FEC. In addition, we impose a limit
on the number of packet transmissions. Imposing
such a limit can be used to provide delay
guarantees for real-time traffic. Once a packet hits
the limit, it will be discarded. We define the
packet discard rate (PDR) as the ratio of packets
reaching the limit over the total number of
transmitted packets (excluding lost packets due to
buffer overflow).

The above model has three control parameters:
bandwidth), the
FEC code rate, and the limit on the number of

the service rate (or assigned

transmissions. From the network point of view,
the selection of these parameters is very crucial
and requires thorough understanding of their
impact on the packet-level performance. The main
theme of this study is to investigate ihe
packet-level performance of a wireless link as a
function of the assigned bandwidth, the limit on

transmissions, and error conirol schemes.

2.2 Queueing Model

In this section, we describe the queueing model
that is wused to analyze the packet-level
performance for a single traffic source transported
over a wireless link. The source is characterized
by an on-off fluid process with peak rate r. Its
on and off periods are exponentially distributed

with means 1 /oz and 1 /ﬁ, respectively. The
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wireless channel is modeled using a fluid version
of Gilbert-Elliott (GE) model which is often used
to investigate the performance over wireless links
[7]. As explained in Figure 1, the GE model is
Markovian with two alternating states: Good and
Bad. The bit error rates (BER) during the Good

and Bad states are given by P eg and o

respectively, where Peg < P,,. The durations of

the Good and Bad states are exponentially
distributed ~ with means 1/ and 1/7,

respectively.

Figure 1: Wireless channel model and
corresponding service rate model.

The FEC capability in the' underlying hybrid
ARQ/FEC mechanism is characterized by three
parameters: the number of bits in a code block
(n), the number of payload bits (k), and the
maximum number of cotrectable bits in a code
block (7). Note that n consisis of the k payload
bits and the extra parity bits. The FEC code rate
e(T) is defined as

e\T)=—7F—.
) =%
Assuming that a FEC code can correct up to 7

bits and that bit errors during a given channel
state are independent, the probability that a packet
contains a non-correctable error is given by:

i) | _
P.py7)= 3, (ngﬂ)pﬁ(l—p&“” O
j=7v+1

where P, is the bit error probability;
Py € {Pgy Py} To account for the FEC
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overhead, we obtamn the actual service rate Ce
observed at the output of the buffer,
c,=c-e(T) @

€

where ¢ is the bandwidth assigned to the
connection

The exact behavior of ARQ and FEC in the
underlymg queueing model is difficult to analyze.
To obtain analytically tractable results, we assume
that the packet departure process follows a fluid
process with a service rate that 1s modulated by
the channel state (see Fig.I). This approximation
mplies that there are two determimstic service
rates Cg during Good states and Cp during Bad

states We assume that the feedback delay for
sending an acknowledgment from a given receiver
to the sender is smaller than the munimum time
between two successive trapsmissions to that
receiver A packet is successively retransmitted
uniil 1t is correctly recetved at the destination or
until the hmit on the number of retransnussions is
reached. In this scenatio, the total time needed to
successfully deliver a packet conditioned on the
channel state follows a truncated geometric
distribution Let N,. denote the pumber of

retransmissions until a packet is successfully
tecetved or 1s discarded because it reached the
limtt on retransmussions For a given packet error

probability £, and a limit on transmissions N,
the expected value of N, 15 given by
1—pY
1-P,

Thus, € and ¢, correspond fto them ean

E[N,] = &)

transmission rates of the trumcated geomeitic tmal
with  parameters (P, , N}) and (P,,, N}),
respecitvely, where P, and P, , are the packet

error  probabilittes in  Good and Bad states,
respectively, given by (1) Formally,

c-e(r) - (1-P..)
g = N, * 4
1—-P7

834
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c el (1—=P_,)
I_Pf.fb

b= (5)

where

P ,=F (Pe,g, 7) and P .= Pc(Pe,b! 7}

I Analysis of Delay Performance

Following the discussion in the previous section,
we construct the Markovian queueing system with
four states as shown in Figure 3. Let § denote
the state space. Thus,

§=1(0,9),(0,8),(1,9),(1,0)} ¢

where 0 and 1 denote the on and off states of a
traffic source, respectively, and g and b denote
Good and Bad channel states, respectively

Following a standard fluid approach (see [8],
for example), the evolution of the buffer content
can be described by the following differential
equation.

%ﬂl): T{z)M M
where

Dﬁdz’ag [~ ¢, — e r—c,r— ¢,
()2 (M, (2) 4 (2) 1T, (=), ()},

1 ( w)ﬁPr{ buffer content

<z and the systems € 5},

and M is the generator mairix of the underlying
Markov chain

—tit+a) o f 0
M= Yy o Bty 0
o 0 —(a+d) §
0 o v —(a+y)

Throughout the paper, matrices and veciors are
boldfaced
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Figure 2. State transition diagram

The solutton of (7) corresponds to the solution of
the eigenvaluefeigenvector problem

20D = oM 8}
which is generally given by
H(z)= Y, aczp(zz)d, ©
z,<0

where @,'s are constant coefficients and the pairs

(Zz,@),@: 1,2,---, are the eigenvalues and

the right eigenvectors of the matrix MD™! [8,9]

Let w denote the stationary probabulity vector of
the Markov chain; w satisfies wM =0 and

wl =1, where 1 18 a column vector of ones

Then w is given by

1
w=m7—)[a’7 ad By G, (10

In order to solve (8), we follow the approach
used in [9]. The four-state Markov process 1s
decomposed into two processes; one describes the
on-off source and the other describes the state of
the channel

After  obtaining the  eigenvalues, the
eigenvectors, and the coefficients, we can
construct the stationary buffer content distribution

I (m) Consequently, the packet loss rate due io

buffer overflow G(x) 1s given by
G(z)=1—1H(z) (11)

In the following section, I () 1s used to obtam
the delay distribution.

32 Detay distribution

In flmd queueing models with an error-free
chatnel and constant service rate, e.g., ATM link,
the packet delay distribution can be directly
obtamed from the queue length distribution [10].
However, the scenarioc we consider in this study
includes a time-varying wireless channel that 1s
being approximated by a two-state Markov
modulated fluid process

We assume an infinite-capacity buffer. Let D
denote the delay experienced by an amriving
packet Let C(t) denote the accumulative amount
of service during a period of length t

C(t) = fot c(8)ds

where c(s) is the service rate at the time s. The
chamnel state at tme t is denoted by
h(t) € {g, b}, where g and b denote Good and

Bad states, respectively The probability that the
delay seen by a packet is less than or equal to ¢
is equal to the probability that C(tf) 1s greater
than or equal to the queue length Qo at the
mstant of the packet arrival Thus, we have
PriD={] = Pric(ti= @]

= ,& fom PriG(ty=al 4, Qy = z]n,(2)de
=_.; : Pr(C (&) zalr, ,(z) + PrC{t) = alr, ,(z)ds

(12)

where T is the throughput, 7, 15 the pdf of the

queue fength 1 a state 1, 2 € .5, and
i
C‘,(t)é] c(s)ds given A(0) =4, for 1&g, b
=Jo

The quantity 77 (%)/T represents the fraction of

carried flow that armves at the queue when its

content is x For an infinite-capacity buffer, the
throughput T is given by:

T=r(w,g+w,) (13)

In order to obtain

PriC(t)<z],v < {g, b},

we provide two

835
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methods.  direct
transform and uniformization The equivalence of

caleulabon  using  Laplace

these approaches will be verified using numerical
examples.

Laplace Transform Approach
For numerical convenience, we transform the

random variable C,(%) to a(t) defined as:
am 2 o~

By this

ot 1 E g,b.

C(t) is the

accumulative service resulting from a “normahzed”

transformation,

channel with service rates ¢;— ¢ (duning Good

states) and O {during Bad states) Note that the
minimum amount of accumulative service m a
period of length t is ¢yf. Thus,

1, if <yt
Pr{C(t)za] = {1—Pr[0(t)<w—cbt] if xZeyt
The following proposition gives the probabilities
Pr(C,(t)=x] and Pr[C;(f) =] by solving
the partial differential equations (PDE) for the
consumption rate C(t).

Proposition 3.1

The probabilwes Pr[C (¢t)=z], ¢ € {g,b)}
when 2> ¢,f, are given by

Pr{C,(t)2 2] = e~ (e "= D (24/— Fya{t—2))

" (14}
3 (6f)2f(n+l,fy(t—:c))
Pr{q(z)zx]=e-ﬂg (:f I+ 1,4(t— %) (15)

where 2= (z— et)/(c,— ¢;), Jo(z)is the
Bessel function of order 0 given by

E (=1 )ﬂgz@)?n
n!)?

and
I (n, z) 1s the incomplete gamma function given

by.

I(n,z) = foz e’z ldx

836
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Equation (153) in the Proposttion 3.1 1s
substituied into (12) to evaluate the delay
distribution Numerical complexity of Equation

(14) and (15) is associated with the infinite sum
in them We observe that the value of the mfinte
sum converges fast with moderate iteration, e.g.,
n=20.

Unifermization Approach

As a second approach to  obtaining
PriC(t)<z],»  {g,b},, we use the
umformization approach.

Let ; and &; denote the accumulative sojourn

times of Good and Bad channel states during an
mterval of length t, respectively. That is,

A i
ty — fo Lingsy=its

A t
b = /0 Lip(sy=p)ds

Then, the accumulative service C(t} is given by
C(t) = ¢ b, + ety 0<t, <t (16)
Since ¢ = t;, 4, C(t) can be expressed as
C{t) = c,f,+ c,(E—1£,) or
Cli)=c,(t— &)+ ¢} {amn

Proposition 3.2

The  probabiliies  Pr[C,({)==]  and
Pr[C,(t}=x] are given by

PG, zd =

ey B (0 Y )E (e

n=1 T

(18)
and
PrGyt)=a] =
n k=1
e 5ty ):E ’Yi} 2 (k 1][ :5{ ] ; [T’DXH@_X)‘
(19)
L Tt
where X = —(cg—cb)t'
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we have discussed the
alternative approaches to obtaining
the probability Pr[C,(¢)>z],¢ € {g,b}. In

Up to this point,

the following, the results from Proposition 3.2 are
delay distribution The
gives the

used to obtain the
followmng Proposition closed-form
expression for delay distribution

(18) and (19) into (20)

by substituting

Proposion 3.3
PriD<i=— (HLg(Cgt) + 1,5 (est))

By i(n(-j:)lﬂl "[ » )[ ]k—l
. Zn;(cg— cb)tz ae P (a4 1n + 2z, (c - ¢,) )

+—;e‘(ﬁ+7);§;(n(_’f)1“_)_ g[kf 1]( ]

. ¢, — e )Y Yo, e P (n— 1+ 1n+ 2,2, {(c, — ¢, )¢)
4 g 5

(20)

where T l,g(x) = 2 ae St

T, b(X) = Zame #* the mdexes [, m are
h

used to index the negafive eigenvalues, and

@(x’y. Z) kzn_% _z,_

(3 A

with (2), 2 a(a+1)(a+n—1)

Wireless Effective Bandwidth
The notion of effective bandwidth has been
employed to achieve efficient provisioning of QoS
guarantees i ATM networks [12]. In this study,
we extend the notion for a wweless connection
under probabilistic delay constramts

We defined the wireless effective bandwidth ¢,

under the delay constraint Pr{delay > t] = ¢ by
Cop ‘2 min {c| ¢ satasfres Pr [delay > t]= ¢}

21
whete ¢ 15 the service rate. In contrast to wireline

effective  bandwidth, the wircless effective
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bandwidth s configured along with the optimal
number of correctable bits which minimizes the use
of bandwidth while providing the requested
reliability at the physical link In Section 4, we
provide the numerical examples on this 1ssue and
mvesiigate the characteristic of the parr of QoS
parameters (Ceb,T) m detail.

IV. Numerical Results and
Discussion

In tlus section, we present numerical examples
of our analytical results. We verify the adequacy
of these results by confrasting them against more
realistic simulations.

Smmilar to the analysis, the simulation results
are obtained using on-off traffic sources with
exponentially distributed on and off periods The
ARQ retransmission process is simulated m a
more realisic manner, whercby a packet is
transmitted repeatedly untidl it is received with no
etrors or until it reaches the limit cn the number
of transmissions The probability of a packet error
is computed from (1)} for both channel states
Transitions between Good and Bad states are
assumed to occur only at the beginning of a
packet transmission slot. A packet is retransmitted
it it has uncorrectable errors It is assumed that
the propagation delay 1s small, so that the
ACK/NAK message for a packet is received at
the sender before the next attempt of
transmoission Finally, we wuse an infinite-capacity
buffer m our simulations.

In our expeniments, we vary the BER during

the Bad state (Peb)’ and we fix the BER during
— L]
at P,,= 1075,

mean of the off perdod to ten times that of the

the Good state We set the

on petiod. In addiion, we take the parameters
related to the wireless channel from [7]

We adopt Bose-Chaudhun-Hocquenghem (BCH)
code [13] for FEC We consider fixed packet
sizes, e.g., ATM cell Since we treat the CRC
code as part of the payload, the FEC code is

837
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applied to 424-bit blocks (i.e., k = 424 bits). All
simulation results are reported with 95%
confidence intervals. For the delay distribution,
107 to 4% 107 samples were needed in the
simulations. Table 1 summarizes the values of the
various parameters in the simulations and
numerical examples. For the parameters c,
P, 7, and N, the values in the parenthesis
are assumed unless specified otherwise.

Figure 3 depicts the complementary cumulative
distribution for delay Pr[delgy) t]. We vary
the service rates (¢) from 800 to 1200
(packets/sec) while fixing other parameters,
P o 10 _2:

difference between the analytical and simulation

=7, and N;=oco0. The
results is negligible for all service rates.

Table 1: Parameter values used in the simulations
and numerical results.

Parameter Symbol Value
1 Mbps (or 2604.1667
source peak rate T siekitssa)
; 100 - 8000% (packets/sec)
setvice rate c (1000)
mean on period 1 / a 0.02304 sec
mean off period 1 / B 0.2304 sec
mean Good
channel period ]-/ 0 0.1 sep
mean Bad channel
- 1 / ¥ 0.0333 sec
BER in Good
=
channel state P eg ].0
BER in Bad
channel state £ eb ].0 i 10 (10
number of
correctable bits T 0 =200
limit on
transmissions N [ 1— Oo( Oo)

We observe a slight deviation at the tail part of
the distribution. However, it is associated with the
number of samples taken from the simulation. For

¢=1200, we generated A4x]()" packets to obtain
the shown results. Note that the simulation is
based on the realistic scenario in which the

838

Copyright (C) 2004 NuriMedia Co., Ltd.

packet is transmitted wuntil it is successfully
transmitted or until it reaches the Iimit on the
retransmission, whereas the analytical results are
based on the fluid analysis.

10 e T T T T 1 ;
R ¥ =800 {sifndation) | 1
E et C=B00 {analyss) | |
R e e + =100 (sinuiaton) | 4
4 ® T TR | e 61000 (analysis)
Bl L * ¢=1200 (simufation} | 3
e My S s c=1200 (analysis) | 4
e, Ty
S L
E ) b
e S Hy i
by * o
3 RN B
b3 x,\' 't_}_
E
i’ '\"a_ i
» >
w *‘:ﬁ.}_
3. 7
- +
¥, +
L . s 3
N E!
0
Ny
s,
s
r * Ny

I 1 1 L
2 a1 22 a3 LES 05 0.6
1fzec)

Figure 3: Complementary delay distribution for
different service rates.

Figure 4 shows the effective bandwidth as a

function of the number of correctable bits (7) for
the three target delay constraints Pr[delay>0.01]=0.01,
0.05, 0.1. Expectedly, more bandwidth is needed as
a higher quality is required. In particular, we observe
that much higher bandwidth is required when only
ARQ ( r=1)) is used as an error control scheme.
Thus, the appropriate use of FEC is essential in an
efficient use of scarce wireless bandwidth. In addition,
this figure clearly indicates that there is an optimal

B .
T e T WA TR
Pl o Domectable Bis (1

Figure 4: Effective bandwidth versus r for target
delay constraints Pr[delay >0.01].
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¢ (r="7 in this example)
P ,,=0.01, which satisfies a delay QoS

constraint while minimizing the use of bandwidth.

for a given BER

| P_fuual ;
H o Pﬂﬂ.@ﬁ%_
P =00063 | ]
: G

e PREOOE
R, 00158 | |

o s 12 15
=

Figure 5: Effective bandwidth versus ¢ for
different BER's '

The optimal number of correctable bits as a
function of the BER in Bad channel state is
shown in Fig. 5. The target delay constraint is

fixed to  Pr[ delay>0.011=0.25. We vary
the BER from P, ,;=0.001 to
P, ,=0.0158. For each BER, we observe

the optimal number of correctable bits exists. To
better pictorial view, we provide the effective

bandwidth as a function of ¢’s and BER’s
(P o ) altogether in Fig. 6.

sturrber of Corectabie Bls (1
Figure 6: Effective bandwidth versus BER's
(P,,) and ¢'s
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V. Conclusions

In this paper, we investigated the packet delay
performance for an onfoff source transported over
a wireless channel. Accurate yet simple fluid
models were used to capture the bursty nature of
the arriving traffic and the channel’s time-varying
error characteristics. Error control schemes (ARQ
and FEC), which are essential elements of any
wireless packet network, were incorporated. We
obtained the delay distribution using two
alternative approaches: Laplace transform and
uniformization. The solution ‘was then used to
obtain the wireless effective bandwidth (defined
here as the minimum amount of  bandwidth
required to satisfy a given probabilistic delay
constraint), which can be used as a valuable tool
in resource allocation and admission control in
wireless mnetworks. Our  analytical ' results were
validated by contrasting them ‘with simulations. It
was observed that the analytically obtained delay
distribution is quite accurate over a wide range of
parameters. In a future work, we plan to
investigate delay performance of the multimedia
connections which share’ the wireless link

13

according to ‘‘opportunistic scheduling.”
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